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Whilst previous studies are broadly in agreement on the effectiveness of student response systems (hereafter 
SRSs) in enhancing student engagement, there are gaps in the literature relating to study design and 
outcomes assessed. This study offers enhancements to study design. First, by collecting baseline data, 
engagement levels can be conditioned and changes in engagement attributable to the SRS detected. Second, 
it is one of the few studies that employs a comprehensive measure of student engagement. Third, analysis 
occurs at student level rather than class level. The study finds increased positive perceptions towards self-
evaluation (both self and relative assessment) and ability to express opinion, in addition to strong student 
positivity towards the SRS. 
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INTRODUCTION 

 
The prevalence of student response systems (hereafter SRS) in higher education has grown significantly 

in the last few decades. Student classroom participation and assessment of student performance particularly 
in larger classes (Ballantyne, Hughes and Mylonas, 2002), has often been regarded as problematic in 
pedagogical research (Black and Wiliam, 1998; Fies and Marshall, 2006; Beaumont, O’Doherty and 
Shannon, 2011). Growth in technology, coupled with popularity of handheld devices has, however, led to 
the development in SRS with the intention of increasing classroom participation and engaging students in 
the lecture setting (Denker, 2013). A number of studies identify benefits to students participating in the 
classroom using SRS including increased student involvement and attendance (Bullock et al., 2002; Greer 
and Heany, 2004), learning (Davies and Graff, 2005; Stowell and Nelson, 2007; Premkumar, 2016) and 
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engagement (Denker, 2013; Denker, Manning, Heuett and Summers, 2018; Limniou and Mansfield, 2019). 
This research seeks to examine the effects of an SRS on student participation and engagement in large 
undergraduate economics modules at both an Irish and UK university during the academic year of 2018/19. 
We compare a control period (no SRS in place) with a trial period (SRS in place) by surveying students at 
the end of each period regarding their perceived levels of engagement.  

 
LITERATURE REVIEW 

 
Widening access to higher education has led to student enrolment significantly increasing which in turn 

has implications from a pedagogical perspective (Ryan, French and Kennedy, 2019). Constructivism asserts 
that student learning is enhanced using an active process, whereby knowledge is obtained through the 
interaction between lecturers and students (Van Daele, Frijns and Lievens, 2017). A prevalent challenge 
facing lecturers is the ability to engage students within a large classroom environment. Underpinning this 
notion is the idea that students believe that the chance to interact with the lecturer is minimal given the large 
class size (Salemi, 2009). Student engagement within lectures has been associated with increased retention 
of information, motivation and confidence in the subject area (Cavanagh, 2011) and improved academic 
self-efficacy (Bandura, 1997). It is therefore important for lecturers to recognize opportunities which can 
lead to enhanced student engagement (Gourlay, 2015).  

However, ‘engagement’ as a concept is much contested. For the context of this paper, we see 
engagement as distinct from ‘achievement’ and grades. Furthermore, in order to protect anonymity, we 
have not pursued a line of inquiry which looks to correlate levels of engagement with grades.  

A number of studies have examined the use of SRS in increasing student engagement. Although several 
studies find students enjoy using SRS and believe they benefit from them (Knight and Wood, 2005; Stowell 
and Nelson, 2007; Denker et al., 2018), studies are mixed in terms of whether SRS enhance learning and 
whether they ultimately translate into better grades for the student. Lundeberg et al. (2011) studied the 
effects of a clicker system across 11 institutions within the science discipline and highlighted that although 
students report enhanced understanding when exposed to a SRS environment, this did not increase 
performance for all individuals and was dependent on the topic covered.  

Heaslip, Donovan and Cullen (2014) use an SRS in the form of handheld clickers to ascertain the impact 
these have on student engagement within a large classroom setting. A sample of 120 business students were 
asked to measure their opinion with respect to ten statements relating to interaction and participation within 
the lecture. The responses were measured on a 5-point Likert scale ranging from strongly disagreeing with 
the statements to strongly agreeing with the statements. The same questions were asked before, during and 
after the SRS was used to establish whether student engagement improved as a result of its introduction. 
Interviews were also conducted with a subsample of students to obtain qualitative data regarding using SRS 
in the class. The results indicate that students enjoyed using the SRS, particularly as their responses to the 
questions were anonymized, meaning that there were no consequences to answering incorrectly (Raes, 
Vanderhoven and Schellens, 2015).  

Salemi (2009) used clickers within an economics course to assess the impact on student engagement. 
Students paid between $20 to $30 for their clickers and an additional registration fee of up to $15 for each 
course that used clickers. Salemi (2009) reported that the use of clickers within a large classroom 
environment enhanced student engagement by encouraging them to participate from day one of the module 
and providing a signal to them that lecturers were interested in their views and performance. Van Daele et 
al. (2017) examined the impact of the use of handheld devices (smart phones, tablets etc.) within a large 
classroom environment. A benefit of handheld devices, over clickers, is that new devices do not have to be 
purchased, thus reducing the costs associated with this method as there are no direct costs for students and 
minimal costs for the institution. The study revealed that both students and lecturers reported an increased 
perception of involvement within the lecture. Moreover, students agreed that handheld devices should be 
used within the classroom to foster learning.  

Self-assessment and the ability to self-evaluate mastery of course content relative to classmates (relative 
assessment) are important for formative assessment, in allowing students to develop an understanding of 



86 Journal of Higher Education Theory and Practice Vol. 21(12) 2021 

the level of their knowledge (Boud, Lawson and Thompson, 2013) and in fostering a sense of peer 
community (Petrovic and Pale, 2015; Wang, 2015), but difficulties arise in incorporating this within a large 
classroom environment. The introduction of SRS has facilitated self and relative assessment. Students can 
recognize their ability relative to their peers given the active learning nature of SRS (Hoekstra, 2008; 
Walker and Barwell, 2009). Self and relative assessment have been associated with improved personal 
responsibility, improved performance (Nulty, 2011) and the ability for students to recognize and address 
knowledge gaps (Topping, 1998). Moreover, the anonymity associated with SRS is beneficial in reducing 
the sense of peer pressure associated with relative assessment (Hoekstra, 2008; Raes et al., 2015). Despite 
the findings of some significant benefits associated with the use of SRS, potential challenges have been 
identified including the time dedicated to implementing the SRS (Kay and LeSage, 2009), the usefulness 
of the feedback received (Wang, 2015) and the effectiveness of SRS on older students (Licorish et al., 
2018).  

While existing literature provides insight into the effects of SRS on student engagement, a number of 
weaknesses can be identified. First, while student engagement is multi-dimensional, many studies use ad 
hoc measures. This study uses the comprehensive and validated measure developed in Heaslip et al. (2014), 
which conceptualizes ‘engagement’ as Interactivity, Self-Assessment, Relative Assessment, Personal 
Opinion, Involvement, Participation, Feedback, Engagement and Attentiveness. In particular self-
evaluation has been identified as a gap in the literature. Second, many studies do not collect student attitudes 
from the period before SRS were implemented. This is necessary in order to establish the independent effect 
of the SRS. Third, as identified by Lundberg et al. (2011), the effect of SRS interventions varies across 
institutions, hence this study is conducted on Economics students in both an Irish and UK university. 
Finally, other quantitative studies aggregate student responses to the class average which loses valuable 
information on intra-class variation. Using a random effects ordered logit model, this study incorporates 
that information.  

      
DATA AND METHODOLOGY  

 
Sample and Data 

The study involved cohorts of students from two universities. Specifically, the sample frame was 
undergraduate (first and second year) economics modules studied in two business schools which employ 
the same SRS in an Irish and UK university. The baseline sample consisted of 328 students, 192 students 
responded to the follow-up survey and, of those, 122 consented to participate in both the pre and post SRS 
surveys. The modules were reasonably homogenous consisting of males and females typically aged 
between 18 and 21. 

Students in each location were exposed to the usual mechanisms for student engagement (such as the 
lecturer posing a few questions to the audience now and then to check for understanding and comprehension 
by the lecturers for the first half of the semester (approx. 6 weeks) and were then surveyed on their level of 
engagement. Questions were based on Heaslip et al’s (2014) validated measure pertaining to engagement 
and included questions such as “I interact with the lecturer in class”, I am involved in learning during class”, 
I am engaged in class” etc. Students rated such questions on a 5-point Likert scale, ranging from 1 “Strongly 
disagree” to 5 “Strongly agree”. 

An SRS app ’Mentimeter’ was introduced in the second half of the semester. This app allows students 
to anonymously give their opinions on questions in the form of multiple-choice questions, open-ended 
questions or scale questions. It does not require any voting devices or downloads. Students navigate to the 
Mentimeter website www.menti.com using their mobile devices (smartphone, laptop or tablet) where they 
input the 6-digit code given to them by the lecturer to access the questions. It allows lecturers to create 
presentations, mostly consisting of short multiple choice question sets, with real-time feedback and displays 
the results in several ways including tables, charts and word clouds. 

Although it depended on the topic of the lecture, the typical approach used was to deliver a block of 
lecture material (typically 20 minutes), followed by a period of review and assimilation facilitated by the 
app in the form of multiple-choice questions relating to the material delivered. Mentimeter was employed 
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for approximately 10-15 minutes in each of the lectures with students responding individually to the 
questions. For example, in a Principles of Economics module, an example of a MCQ asked: 

 
Which of the following will cause the demand curve for a normal good to shift to the right? 

a. A fall in the income levels of consumers. 
b. An increase in the price of a complementary good. 
c. An increase in the price of a substitute good. 
d. An increase in the cost of the inputs used to produce the good. 

 
At the end of the semester, students were surveyed again on their level of engagement. Students were 

sent a survey via Lime Survey/Qualtrics and were given an opportunity to complete it in the lecture or 
alternatively via Blackboard. For ethical reasons and to maintain students’ anonymity, no student 
performance data was collected in either of the surveys 

The study measured the level of engagement using a modified version of that reported in Heaslip et al. 
(2014), which is one of the few validated measures of classroom engagement in the literature. Concepts 
addressed were student involvement; student engagement in class; student participation in class; student 
feedback from lecturer and student self-assessment. All concepts were measured as degree of agreement 
with statements on a 5-point Likert scale. A number of other variables were also collected including the 
respondent’s module and level of attendance. The respondent’s module was collected to control for 
clustering at the module level. The number of lectures attended is used as a proxy measure for student 
interest in and application to the subject, both of which may affect overall engagement. The survey 
conducted in the second part of the semester was supplemented by a number of additional questions to 
assess students’ feedback on feasibility issues such as web access and user-friendliness of the app itself.   

 
Methodology 

Using the standard assumption of a continuous latent response variable, previous literature typically 
tested for the difference in means using a t-test (Heaslip et al., 2014). This approach does not allow for 
clustering at the module level, nor for respondent heterogeneity. Since each student in this study is surveyed 
twice, the data form a natural 2-period panel structure. Thus, we specify an econometric model at the level 
of the student. Hence, in addition to t-tests, we also specify the following econometric model: 

 
𝑦𝑦𝑖𝑖𝑖𝑖 = 𝛽𝛽𝑥𝑥𝑖𝑖𝑖𝑖 + 𝑣𝑣𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖 (1) 

 
where y is the 5-category criterion being modelled, x is the matrix of covariates (number of lectures 
attended, module) and β is a vector of parameter estimates; i is the respondent and t is the period (0 for 
baseline, 1 for follow-up); vi is unobservable time-invariant respondent heterogeneity, which is assumed to 
vary randomly, and εit is the idiosyncratic error term. Thus, the model accounts for both clustering of 
responses at the module level and respondent heterogeneity. 

 
FINDINGS  

 
Table 1 describes the average responses for each criterion pre- and post-introduction of the SRS at 

module level. 
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TABLE 1 
COMPARISON OF MEANS BY CRITERIA AT MODULE LEVEL 

 
Criterion Abbrev. Pre Post Sig 
I interact with the lecturer in class Interactivity 2.45 2.95 *** 
I am involved in learning during class Involvement 3.58 3.77 * 
I am engaged in class Engaged 3.71 3.77   
I am attentive in class Attentiveness 3.73 3.82   
I participate in classroom discussion Participate 2.49 2.59   
I provide my opinion to questions from the 
lecturer during class 

My opinion 2.12 
 

2.43 
 

*** 
 

I receive feedback on my understanding of 
lecture content in class 

Feedback 2.74 
 
 

2.98 
 
 

** 
 
 

I can assess whether I am following 
lecture content during class 

Self-assessment 3.66 
 

3.89 
 

 
 

I can assess my understanding of lecture 
content relative to other students during 
class 

Relative assessment 3.28 
 
 

3.60 
 
 

*** 
 
 

Note: ***= 1%; ** = 5% and *=10% level of significance for the difference between the two means using a t-test.  
 
Taking the variables that were significant at the 5% level, the difference in module means between the 

pre- and post-introduction of the SRS was greatest for, in rank order, Interactivity at 0.5, Relative 
Assessment at 0.32, followed by My opinion, Self-Assessment, Feedback. Involvement was significant at 
the 10% level while the difference between pre- and post-surveys were not significantly different from zero 
for Engaged, Attentiveness and Participate. 

As described in the methodology, the above t-tests do not allow for clustering of responses at the 
module level, so an individual level model was specified. The results of this random effects ordered logit 
model for all criteria are presented in Table 2. Rather than report the results of the full models (including 
control variables and model diagnostics) for each criterion, Table 2 focuses on the results of the effect of 
SRS for each criterion (the full model results for all criteria are available on request). The odds ratios are 
interpreted as the chances that a student’s response will be one category higher than the reference group for 
any given variable, with greater than one indicating a higher chance and less than one indicating the 
opposite. The effect of using SRS was statistically significant in the case of 5 criteria, and statistically 
insignificant in the case of the other 4. A respondent was 2.7 times more likely to report a higher level of 
Interactivity with SRS than without. The odds ratios for Involvement, My opinion, Self-Assessment 
Relative Assessment were 1.67, 1.91, 2.55 and 2.36 respectively. All five were statistically significant at 
the 5% level. The remaining 4 criteria had lower odds ratio and were statistically insignificant. 
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TABLE 2 
ODDS RATIOS OF EFFECT OF SRS 

 
Criterion Odds Ratio 
Interactivity  2.70** 

 (1.25) 
Involvement  1.67*** 

 (0.30) 
Engagement  1.20 

 (0.19) 
 Attentiveness  1.38 

 (0.52) 
 Participate  1.33 

 (0.28) 
 My opinion  1.91*** 

 (0.35) 
 Feedback  1.54 

 (0.53) 
 Self-Assessment   2.55*** 

 (0.57) 
 Relative Assessment  2.36*** 

 (0.65) 
Note: Clustered robust standard errors in parenthesis; ***=1%, ** = 5% and *=10% level of significance respectively  

 
The post-SRS questionnaire also contained supplementary questions to capture students’ perceptions 

on using the SRS and the need for future implementation. An overview of the results can be found in Table 
3. Most students had access to a relevant device (99%) and answered the lecture questions via the SRS 
(98%). The mean for the perceived ease of use of the app is 4.55 (out of 5) and the mean for the continued 
use of the SRS in future lectures is 4.39 (out of 5). Further, the students did not encounter any issues 
regarding access to the internet or the reliability of the app (mean of 4.38 out of 5). These relatively high 
means suggest that students were happy with the use of the app and would like to see it used again. It does 
appear though that they would like additional time to answer the questions via the app (mean of 3.91 out of 
5) which is something the lecturers could reflect on in future lectures. All means were statistically 
significant. 
 

TABLE 3 
FEASIBILITY AND EASE OF USE OF SRS 

 
Question Mean Std. Error 
I had a device (smartphone, tablet, laptop) at my disposal to 
answer the SRS questions 0.99 0.01 

I answered the SRS questions 0.98 0.01 
I found the SRS app easy to use 4.55*** 0.07 
Web access and app reliability were never a problem 4.38*** 0.09 
I had sufficient time to answer questions posed on SRS 3.91*** 0.09 
I think that apps like the SRS used should be used in all lectures 4.39*** 0.08 
Note: ***= 1%, ** = 5% and *=10% level of significance respectively for the difference between the mean and the 
hypothesized value of 3 (neither agree nor disagree) using a t-test. 
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In the post SRS survey, students were also given the opportunity to provide any additional suggestions 
or remarks. Comments from students pointed to some further interesting findings regarding the following 
themes: 

Interactivity/My opinion/Involvement: 
• ‘I really enjoyed using it and found that if you're normally a shy student who doesn't like 

speaking up in class it was very beneficial.’ 
• ‘I believe that using the app encourages class participation and a new and refreshing way of 

learning, the way that the lectures are split for attentive listening of the slideshows to using our 
devices for SRS is a very innovative and new way of learning. I highly suggest that this should 
be used in any course or lecture.’ 

Self-assessment:       
• ‘Using the app was an excellent method of assessing whether I understood the content of the 

lecture or if I did not.’      
• ‘The SRS really helps me with revision and to allows me to check my understanding.’ 

Feedback:       
• ‘I thought the app was a really good idea of getting feedback from students since the lectures 

are so big it’s very unlikely a student would ask questions or respond to feedback, but the app 
really helps people have a say and I think it’s good to see how people answered.’ 

The above elements are thematic areas of interest to the research team and will be investigated as part 
of future research. 
 
CONCLUSION 

 
The results indicate that students reacted positively to the SRS. All odds ratios for each criterion 

exceeded one, quite considerably so for some criteria. There were high effects of the app on Interactivity, 
Self-Assessment, Relative Assessment, My Opinion and Involvement compared to Participate, Feedback, 
Engaged and Attentiveness. Additionally, the first group of criteria are statistically significant, the second 
group are not. 

Given the high effects of student interactivity and involvement, one would have thought that this would 
relate to higher effects on engagement and attentiveness. However, this was not the case. Perhaps the 
underlying concepts measured by these criteria were very similar, such that the engagement and 
attentiveness effects were captured by the interaction and involvement criteria. 

 The results relating to relative and self-assessment and opinion giving are particularly noteworthy and 
contribute to the existing SRS literature. This points to the strength in this study of using a comprehensive, 
multidimensional measure that included evaluation alongside other dimensions of engagement. Further this 
finding is important in providing evidence to support the idea that self and relative assessment are 
introduced from the onset of one’s studies in higher education, something which has been found to be 
difficult to introduce within first year programmes (Brown, 2020), but nonetheless desirable given the 
benefits (Nulty, 2011). The finding regarding ‘Opinion’ suggests that SRS allows students to engage in 
critical thinking. These three results suggest that the app facilitated the quick development of formative       
feedback which is crucial to effective learning for students (Sadler, 1989, 1998; Black and William, 1998a, 
b; Beaumont et al., 2011). Such feedback should also hopefully enhance students’ academic self-efficacy 
(Bandura, 1997), which would be particularly helpful for students with low self-efficacy who are unwilling 
to seek help in large classes (Ryan and Pintrich, 1997). This is a line of investigation we continue to follow. 

Furthermore, there is significant pedagogical evidence favouring formative feedback as a means of 
improving student learning (Dawson et al, 2019; Dawson, Carless & Lee, 2021; Hattie & Timperley, 2007; 
Henderson et al., 2018; Winstone & Boud, 2019). This often places an increased burden on lecturers to 
provide detailed feedback on student assignments, the opportunity cost of which is under-researched. By 
providing informal feedback in class in real-time, our findings on relative-assessment, self-assessment and 
opinion suggest that student-generated formative feedback is another effective pathway to improved 
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learning, at presumably lower cost than the lecturer generated pathway. Whether student generated 
feedback of this type is a complement to or a substitute for lecturer generated feedback is an area for future 
research. 

Whilst no information was collected from the lecturers involved, their general feedback was that 
notwithstanding the time and effort required to organize the questions etc., the use of the SRS was beneficial 
in obtaining immediate feedback on students’ comprehension. Furthermore, they observed that the students 
did enjoy using it and where applicable the competitive nature of it.  

Finally, the decision to adopt a technology depends on its costs as well as its benefits. This study reports 
that students and lecturers found it beneficial. With respect to costs, the explicit cost of the recommended 
plan for educational institutions is $24.99 per month excluding tax (billed annual) per lecturer 
(Mentimeter.com, 2020). There is also the additional implicit cost which is the opportunity cost of the 
lecturer’s time and resources. Whether the benefit exceeds the cost is a decision for university decision-
makers. 

The study has some limitations. As we wished to maintain respondent anonymity, we were unable to 
relate findings to student grades. This is an area for future research. Longer term outcomes like student 
retention, engagement in class in subsequent years or in tutorials, student satisfaction with academic 
experience could also be considered. In order to determine the causal effect of the SRS, a randomised 
controlled trial or natural experiment would be required.  

Despite these limitations, this study has found evidence that SRS enhanced student engagement and 
self-evaluation. It appears to be cost-effective, and, resource concerns notwithstanding, would enhance the 
quality of the learning and teaching experience. In light of the COVID-19 pandemic, where there has been 
a rapid switch to online and blended learning, and consequently negative effects on the student experience 
(Aucejo et al., 2020), SRS may offset some of the negative effects on student learning and offer timely and 
easily facilitated ways for students to interact and engage within a class.  

 
STATEMENT ON OPEN DATA, ETHICS AND CONFLICT OF INTEREST 

 
Data for this project are unavailable due to data protection and privacy concerns. Ethical approval was 

obtained for the research in both universities. All participants were adults who gave informed consent. In 
the information sheet provided to the students, the goal of the study was fully disclosed, they were informed 
that participation was completely voluntary and that they could withdraw at any time from the study.  
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