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In a recent manuscript, Friesner, et al. (2023) used the concept of information entropy to assess the quantity of information in survey responses. They demonstrate how assessments of the quantity of information can be used to identify possible errors in a survey's administration. A major limitation of their methodology is that it assumes the survey items used to elicit consumer preferences were created appropriately and contained a meaningful quantity of information. The current study addresses this limitation by incorporating a methodology developed by Friesner et al. (2021) into the Friesner et al. (2023) methodology. The combined methodology is applied to the same data studied in both Friesner et al. (2021) and Friesner et al. (2023), which allows for a direct comparison of the quantity of information gained/lost from survey administration versus scale development. The results indicate that the survey used in the empirical application exhibits flaws in both scale design and survey administration.
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## INTRODUCTION

Surveys are among the most popular means available to social scientists to collect information on selfreported human behaviors. This is especially true in the field of marketing, where surveys are an essential means by which firms assess various aspects of customer satisfaction and brand loyalty (Batra et al., 2001; Beatty et al., 1985; Bradley et al., 2015). For specific service-related industries - especially those firms which offer entertainment events - several months of planning are required to execute the event successfully. And as the number of participants increases (if the event is initially successful), the more varied are the consumer perceptions of the experience (Demming, 1944; Johnson et al., 2006; Suchman, 1962; Wikman and Warneryd, 1990; Wiseman, 1972). The increased variation in perceptions makes it difficult to measure the quality of the participant's experience, and to adequately use that information to
improve future experiences. Adequately capturing consumer preferences becomes more challenging and critical to firms' long run success in service-related industries.

A critical component of assessing consumers' preferences is eliciting (maximally) informative survey responses. Greater quantities of information that can be gleaned from such surveys not only allows for more information to guide process improvement but also make optimal use of time and effort allocated to survey development and implementation (Draugalis et al., 2008; Wing et al., 2018). For many large-scale survey projects, researchers often conduct a pilot study using the survey, and use the data to assess whether further revisions are necessary to ensure that the survey and its administration procedures produce maximally informative data (Abd Gani et al., 2020; González-Cabrera et al., 2020; van Teijlingen \& Hundley, 2001; van Teijlingen et al., 2001). Identifying those consumers who give more informative responses also allows survey researchers to proactively identify and address sources of bias that commonly occur in survey data (Demming, 1944; Fenner et al., 2020; Hendra and Hill, 2019; Marquis et al., 1986). Suppose different types of consumers systematically give different quantities of information in their responses. In that case, the researcher may choose to adopt a stratified sampling design (a priori), adopt methods of analysis (such as generalized methods of moments) to weigh the more informative responses more heavily than other responses when assessing survey data (ex post), or a combination of the two (Imbens and Lancaster, 1996; Tripathi, 2011). The current manuscript assumes the existence of such a pilot study (or a survey that is administered repeatedly over time), and that data are available from this pilot study to further assess and refine the survey.

A recent strand of the survey research literature attempts to assess the "quantity" of information contained in survey responses and use it to improve the design and administration of surveys. In the context of the literature, the "quantity" of information compares the actual distribution of survey responses (whether for a single survey item, aggregated across respondents, or multiple (related) survey items aggregated across a single respondent) to the researcher's a priori expectation for this distribution in the absence of (or before) a survey's administration (Dahl and Osteras, 2010). The more consistent the two distributions, the lower the quantity of information contained in the survey because there is little to be gained from administering the survey in the first place. The more the two distributions diverge, the greater the quantity of information available to be gleaned from administering a survey. As a result, it is worthwhile to apply descriptive and inferential statistical methods to the data (which is referred to as assessing the "quality" of information or the magnitudes of the inter-relationships that exist in the data).

Friesner et al. (2023) used the concept of information entropy (Shannon, 1948; Janes, 1957, 1982; Golan et al., 1996a,b; Golan, 2006; Dahl and Osteras, 2010) to assess the quantity of information in survey responses. They demonstrate how assessment of the quantity of information can be used to identify possible errors in a survey's administration, especially when specific groups of respondents give fundamentally different quantities of information when completing the same survey items. A major limitation of their analysis is that it assumes the items and response scales used to elicit consumer preferences were created appropriately and contain a meaningful quantity of information.

Friesner et al. (2021) use the same literature to demonstrate how the quantity of information can inform the aggregation of related survey items into scales. Items that do not contain a meaningful (and statistically significant) quantity of information may (if additional criteria are met) be eliminated from the survey to reduce its length (which helps to improve response rates) while maintaining the same quantity of information. A major limitation of this study is that it assumes that the survey was administered appropriately and that all groups of respondents give the same quantity of information in their responses.

Considered cumulatively, each of the studies mentioned above is limited in that it addresses only one issue, holding constant, or assuming away, the possibility of the other issue. That is, Friesner et al. (2021) assume that the survey was administered appropriately, and that all groups of respondents give the same quantity of information in their responses. Friesner et al. (2023) assess whether different groups of respondents give the same quantities of information in their responses to the same items, assuming that all survey items and scales being assessed contain a reasonable quantity of information. These assumptions have important implications for survey design. For example, suppose a researcher adapts a survey by altering the content in a scale. In that case, it may change who (or which groups) respond to the survey and
provide different quantities of information. Concomitantly, suppose a researcher alters the survey's administration based on groups that provide more or less informative responses. In that case, it may change the information in the survey items and the scales constructed based on those items.

This study proposes an econometric methodology that addresses both of these issues simultaneously. ${ }^{1}$ It is applied to the same data studied in both Friesner et al. (2021) and Friesner et al. (2023). This allows for directly comparing the quantity of information gained/lost from survey administration versus scale development.

The reminder of this paper proceeds in five steps. The next step summarizes the Friesner et al. (2021) and Friesner et al. (2023) methodologies. A new methodology is then developed, which combines both of the former methodologies. The third section describes the data used to implement the combined methodology. More specifically, the data are drawn from a customer satisfaction survey administered via non-stratified sampling at the 2018 Hoopfest Basketball Tournament, which was used in both Friesner et al. (2021) and Friesner et al. (2023). The fourth section contains the empirical results. The conclusion summarizes the study findings, discusses implications for both survey design and public policy and identifies possible directions for future research in this area of inquiry.

## METHODOLOGY

## Assumptions and Hypotheses

The current study, as well as those of Friesner et al. (2021) and Friesner et al. (2023), operate under several assumptions. First, we assume the existence of a pilot study or a survey that has been administered repeatedly over time, whose data can be used to assess the current state of the survey and identify additional refinements to that survey.

Friesner et al. (2021) and Friesner et al. (2023) studies operate under a general assumption of ignorance about the data-generating process being assessed. More specifically, these studies assume that a survey is designed and administered such the distribution of responses for a given survey item or scale (collected over a set of individuals), or a given individual (collected over a set of survey items or scales), is uniform. Uniform responses minimize the likelihood of leniency, common method variance and/or framing biases (among other design issues), which reduce the sensitivity of the survey item(s) or scale(s) being analyzed (Ballard, 2019; Entman, 2007; Jordan and Troth, 2020). Under this assumption, information entropy can be characterized as:
$H(p)=-\sum_{k=1}^{K} p_{k} \log _{2}\left(p_{k}\right)$
where k indicates one of $\mathrm{k}=1, \ldots, \mathrm{~K}$ possible responses to a given survey item and $\mathrm{p}_{\mathrm{k}}$ is the proportion of responses that fall into category k for a given sample of data. It is further assumed that all proportions are proper; that is: $0 \leq \mathrm{p}_{\mathrm{k}} \leq 1$ and $\sum_{k=1}^{K} p_{k}=1$. It is straightforward to show that information entropy is maximized when $p_{k}=1 / \mathrm{k}$ for every k (i.e., when the proportions are uniform).

For any value of k items, entropy $\mathrm{H}(\mathrm{p})$ is calculated for each category k . Because the absolute magnitude of the information entropy metric lacks an obvious baseline against which it can be interpreted, it is typically normalized by dividing $\mathrm{H}(\mathrm{p})$ by the maximum possible value for entropy, achieved when each $\mathrm{p}_{\mathrm{k}}$ are uniformly distributed. The result is a normalized entropy that can be expressed as a proportion, with higher values denoting greater captured entropy and a lower quantity of information contained in the metric. Similarly, lower normalized values indicate less captured entropy and higher quantities of information.

When applied specifically to survey design and administration, we are interested in evaluating whether, over a series of similar survey items, individual respondents give more or less information content than other types of respondents. This requires an adaptation of (1). To adapt the base entropy measure, define $\mathrm{i}=1, \ldots, \mathrm{n}$ as observations/respondents, and $\mathrm{l}=1, \ldots, \mathrm{~L}$ as the number of survey items in a given scale. We define $\mathrm{k}=1, \ldots, \mathrm{~K}$ as the number of options a respondent can give when responding to a specific survey item (i.e., yes/no questions yield $\mathrm{k}=2$ ). Additionally, we assume that all proportions continue to be proper. This allows for a more nuanced definition of each proportion:
$p_{i k}=\frac{\sum_{l=1}^{L} D_{k l i}}{L_{i}}$
Equation (1) can also be re-specified as:
$H_{i}(p)=-\sum_{k=1}^{K} p_{k i} \log _{2}\left(p_{k i}\right)$
And, as noted previously, the new entropy measure (1b) can be expressed as a percentage of information captured in the scale by each respondent:

Normalized $H_{i}(p)=\frac{H_{i}(p)}{\operatorname{Max}\left(H_{i}(p)\right)}$
Note that, when entropy is maximized, the quantity of information is minimized. Thus, when equation (3) is closer to unity, the survey item(s) in question contains less information. When it is closer to zero, a greater proportion of available information is captured by the survey item(s) in question. In other words, equation (3) represents the proportion of the quantity of information that is not captured by the survey item(s) in question. We use this notation because it was used by Friesner et al. (2016) and Friesner et al. (2023). However, future researchers may wish to subtract this proportion from one, allowing for a much more intuitive measure of the quantity of information (i.e., the quantity captured by the survey item(s) in question).

The study's primary hypotheses follow directly from the assumption of ignorance and the use of information entropy to characterize the quantity of information. More specifically, this study operates under the general assumption that the design and administration of the survey used to generate data are reasonably well-designed. Within the context of this study, as well as Friesner et al. (2021) and Friesner et al. (2023), the null and alternative hypotheses are:
$\boldsymbol{H}_{\mathbf{0}}:$ No mean differences in information entropy exist across different types of consumers with different incentives and/or the construction of a scale.
$\boldsymbol{H}_{A}: \operatorname{Not} H_{0}$.
Combining the Friesner et al. (2021) and Friesner et al. (2023) Methodologies
Friesner et al. (2021) suggest using backward selection to characterize the quantity of information in a scale. They specifically postulate a four-step process. First, given the existence of a survey scale (and a well-defined, appropriate survey administration process), equation (3) can be constructed using all possible survey items that may contribute to the scale. This can be considered as a variable, which Friesner et al. (2021) define as $\operatorname{Normalized}_{\text {All }} H_{i}(p)$. The next step in their process is to calculate equation (3) using the same scale. However, eliminating those $\mathrm{z} \geq 1$ survey items from the scale that the research suspects may not contain a positive quantity of information. Friesner et al. (2021) define this variable as Normalized $_{\text {Reduced }} H_{i}(p)$. Third, the researcher should assess the difference between the normalized entropy measure calculated in Step 1 versus Step $2 .{ }^{2}$ That is:

DifNormalized $H_{i}(p)=$ Normalized $_{\text {All }} H_{i}(p)-\operatorname{Normalized}_{\text {Reduced }} H_{i}(p)$
The variable DifNormalized $H_{i}(p)$ characterizes the amount of information contained in the $\mathrm{z} \geq 1$ survey items omitted from the scale. Lastly, parametric or non-parametric hypothesis tests can be applied to DifNormalized $H_{i}(p)$ to assess whether the omitted items contain a quantity of information that is statistically different from a hypothesized amount. In most practical applications, the researcher assesses whether DifNormalized $H_{i}(p)$ is significantly different from zero.

Friesner et al. (2023) assume that the scale and the items that comprise it are constructed appropriately, and instead seek to determine whether specific groups of respondents (or the characteristics of specific types of respondents) provide greater or lesser quantities of information than other types of respondents. To do so, they calculate Normalized $H_{i}(p)$ and use it as the dependent variable in a reduced form, linear in parameters regression analysis, where the independent variables in the regression characterize those respondent-specific characteristics. Because Normalized $H_{i}(p)$ is bound to the unit interval, the authors utilized a Tobit model with two sided censoring:

Normalized $H_{i}(p)=\alpha+\sum_{q=1}^{Q} \beta^{q} X_{i}^{q}+\varepsilon_{i}$
where $X^{q}$ is one of Q variables characterizing a specific respondent characteristic, $\alpha$ represents an estimated intercept, $\beta^{q}$ is one of $q=1, \ldots, Q$ slope parameters to be estimated, and $\varepsilon_{i}$ is a random error term (over i $=1, \ldots, \mathrm{n}$ observations). Under the null hypothesis that the survey is appropriately administered, $\beta^{q}$ (whether assessed individually or jointly across or a subset of the Q parameter estimates) should not be significantly different from zero.

Disentangling survey design errors from survey administration errors proceeds logically using a stepwise fashion. First, simple t-tests can be used to assess whether (for a given set of $\mathrm{z} \geq 1$ survey items omitted from the scale) DifNormalized $H_{i}(p)$ is significantly different from zero. We note that an equivalent means to assess this hypothesis would be to conduct matched sample t-tests assessing the difference between Normalized $d_{\text {All }} H_{i}(p)$ and Normalized ${ }_{\text {Reduced }} H_{i}(p) .{ }^{3}$ Next, one can adapt the Friesner et al. (2023) analysis by specifying the following Tobit regression:
$\operatorname{DifNormalizedH}_{i}(p)=\alpha+\sum_{q=1}^{Q} \beta^{q} X_{i}^{q}+\varepsilon_{i}$
As before, under the null hypothesis that the survey is appropriately administered, $\beta^{q}$ (whether assessed individually or jointly across or a subset of the Q parameter estimates) should not be significantly different from zero.

To combined the two methodologies, we employ them sequentially. First, we employ Friesner et al.'s (2021) methodology to determine whether a positive quantity of information exists in a particular survey item, as characterized by DifNormalized $H_{i}(p)$, and without holding any specific respondent-specific characteristics constant. This provides a general baseline against which to assess the information quantity in the methodology's second step.

Next, we estimate equation (6) using the DifNormalized $H_{i}(p)$ as the dependent variable, both overall and for each of the individual survey questions being analyzed. Several hypothesis tests are implemented to assess the study's null hypothesis. First, the statistical significance of the model's intercept can be used to determine whether, after controlling for respondent-specific characteristics and the potential censoring of the dependent variable, a positive quantity of information exists in a given survey item, as characterized by DifNormalized $H_{i}(p)$, that is unique to that survey item. In the absence of data at the points of censoring (in this model, either values of zero or one), and when all other regressors are statistically insignificant, the estimated intercept represents the quantity of information contained in a survey item. In all other cases, the statistical significance of the intercept (qualitatively) indicates whether a unique quantity of information is contained in a variable that is not systematically attributable to either the censoring of the dependent variable or the effects of the other model regressors. The former is simply an artifact of using maximum entropy as a baseline for evaluation (which, in turn, is an artifact of the underlying assumption of ignorance), while the latter (if present) is indicative of possible survey administration issues. Because the researcher has no prior information about whether the Tobit disturbance term or the other model covariates will be statistically significant, we do not attempt to interpret the magnitude of the estimated intercept. Instead, we take the economical approach of only assessing the statistical significance of the model intercept. If the intercept is not statistically different from zero, the evaluated survey item does not contain a unique, positive
quantity of information, holding constant the possible censoring of the dependent variable and the effects of the other regressors.

Next, the statistical significance of the regressors, whether considered jointly using chi-square tests or individually using t-tests, can be used to assess whether respondent-specific charactistics influence the quantity of information (DifNormalized $H_{i}(p)$ ). Holding constant the overall quantity of information in a specific survey item, if the parameter estimates for the regressors are statistically significant, then survey administration errors may exist in the data, even after controlling for the unique quantity of information in the survey item overall. In this way, it is possible to disentangle the assessment of survey design issues from survey administration issues.

## DATA

Data are drawn from customer satisfaction surveys at the 2018 Hoopfest Basketball Tournament in Spokane, WA. Hoopfest is the largest 3 -on- 3 amateur basketball tournament in the world. Attendance at the event is typically estimated at approximately 250,000 individuals (Schnell, 2014). Hoopfest routinely uses surveys administered at the event to assess customer satisfaction among all attendees (players, spectators, etc.). The same base survey has been in use since approximately 2006, and only minor changes are typically made in the survey each year. As such, the survey has a design and administration process vetted in previous empirical studies and whose sample size should be adequately powered to conduct complex statistical analyses (Dillman, 2000, pp. 207). More information on the design and administration of this survey can be found in Bozman et al. (2010), Kurpis et al. (2010), and Friesner et al. (2016).

Related to the current analysis, the data are also interesting because the survey provided a unique context that allows the methodology to potentially disentangle survey administration issues from scale development issues and triangulate against the literature using similar data. The survey contains measures of incentives to attend, including economic and personal incentives, which allows for a robust set of variables that can be used to characterize respondent-specific characteristics. Additionally, respondents were asked to complete a Carre, et al. (2013) and Jolliffe and Farrington (2006) two-item Basic Empathy Scale (BES). Six additional survey items were included in the Hoopfest survey as proposed additions to the empathy scale. These six items attempted to characterize the various aspects of overall empathy. Two items were proposed to assess cognitive empathy ("I recall my personal experience when I observe someone else in a similar situation" and "I almost always understand the motives behind the actions of another person"), two items attempted to assess affective empathy ("I feel happy when I see smiles on other people's faces" and "I am sad when I observe someone in distress") and two items were proposed to assess behavioral empathy ("I get agitated when I see someone in distress" and "I help others when I see they need help"). All six proposed items use the same five-point response scale as the original two BES items. The original BES scale, combined with these six potential additions, yields an interesting natural experiment to assess both survey design and administration issues. Friesner et al. (2023) and Friesner et al. (2021) utilize data drawn from the 2018 Hoopfest survey. The current analysis also uses this same data source to ensure comparability with these studies. Additionally, because the former study utilizes data across a larger number of variables (i.e., those used as regressors), it has fewer observations than the latter study. Because this study uses the same regressors as in Friesner et al. (2023), it also uses the same number of observations as in that study.

Hoopfest personnel managed and approved the survey's construction, collected the data, and subsequently provided a de-identified dataset to the authors. Because the data were not directly collected by the authors, and the authors cannot identify respondents, the institutional review boards (IRBs) of the author's institutions (at the time the research was conducted) do not classify research with this data as human subjects research and did not require IRB approval.

Friesner et al. (2023) noted that the survey is designed to be adequately statistically powered. Given the properties of this particular event, (Dillman, 2000, pp. 207) suggests a target sample size of 385 observations. Hoopfest administrators randomly identified 500 potential respondents, of which 437 agreed to complete the survey ( $87 \%$ response rate). After eliminating missing or mis-measured data in each of the
selected variables to be used in the analysis, Friesner et al. (2023) obtained a working data set with 336 observations ( $67 \%$ completion rate).

## RESULTS

Table 1 contains the variable names, variable descriptions, and descriptive statistics for each variable used in the analysis. Panel A contains the names, definitions, and descriptive statistics for each of the dependent variables used in the analysis, which consist of the $\operatorname{DifNormalizedH} H_{i}(p)$ variables for each of the six proposed survey items. Additionally, Panel A contains DifNormalized $H_{i}(p)$ variables for the traditional, two-item BES scale (BESBaseEN) and the BES scale with all eight survey items (BESAllEN). Both of these variables provide a baseline against which the individual survey items are assessed. Among the six proposed items, two align with a specific aspect of empathy (cognitive, affective, and behavioral). Three additional variables were created that characterize the quantity of information (normalized to the unit interval) across both proposed items in each aspect of empathy. These are referred to as BESQCogEN (for cognitive empathy), BESQAffEN (for affective empahy), and BESQBehEN (for behavioral empathy, respectively). Panel B contains the names, definitions, and descriptive statistics for each respondent specific characteristics, which are used as regressors in the Tobit regression analyses. Because the information in Panel B is identical to that presented in Friesner et al. (2023), we refer the interested reader to that study for a detailed discussion of these variables. Because the information contained in Panel A is based on a smaller set of observations compared to Friesner et al. (2021), the information in Panel A will deviate slightly from what is reported in that manuscript. However, we note that all variable names and definitions are identical to those from Friesner et al. (2021). Additionally, and not surprisingly, the descriptive statistics reported in Panel A are very close (but not identical) in magnitude to those described in Friesner et al. (2021).

## TABLE 1 <br> DESCRIPTIVE STATISTICS

$\left.\begin{array}{|l|l|c|c|c|}\hline \text { Variable } & \text { Description } & \text { Mean } & \text { Median } & \underline{\text { Std. Dev. }} \\ \hline \text { Dependent Variables (Each Represents DifNormalized }{ }_{\boldsymbol{i}}(\boldsymbol{p}) \text { ) }\end{array}\right)$

|  | always understand the motives behind the actions of another person") |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| BESQGEN | Normalized Entropy Calculation - All Emotional Connection Items Except Item G ("I help others when I see they need help") | 0.503 | 0.406 | 0.261 |
| BESQHEN | Normalized Entropy Calculation - All Emotional Connection Items Except Item H ("I am sad when I observe someone in distress") | 0.498 | 0.406 | 0.266 |
| BESQCogEN | Normalized Entropy Calculation - All Emotional Connection Items Except New Cognitive Items (Items C\&F) | 0.530 | 0.461 | 0.266 |
| BESQBehEN | Normalized Entropy Calculation - All Emotional Connection Items Except New Behavioral Items (Items D\&G) | 0.519 | 0.461 | 0.255 |
| BESQAffEN | Normalized Entropy Calculation - All Emotional Connection Items Except New Affective Items (Items E\&H) | 0.524 | 0.461 | 0.261 |
| Covariates |  |  |  |  |
| AGE | Respondent Age in Years | 34.497 | 31.000 | 13.677 |
| FEMALE | Binary Variable Identifying Female Respondents | 0.500 |  |  |
| PLAY | Binary Variable Identifying Respondents Attending Hoopfest as Players | 0.387 |  |  |
| WATCH | Binary Variable Identifying Respondents Attending Hoopfest to Watch Games | 0.574 |  |  |
| VOLUN | Binary Variable Identifying Respondents Attending Hoopfest as a Volunteer | 0.033 |  |  |
| OTHROLE | Binary Variable Identifying Respondents Attending Hoopfest for Another Reason | 0.006 |  |  |
| HRS05 | Binary Variable Identifying Respondents Attending Hoopfest for 0-5 Hours | 0.250 |  |  |
| HRS611 | Binary Variable Identifying Respondents Attending Hoopfest for 6-11 Hours | 0.676 |  |  |
| HRS12U | Binary Variable Identifying Respondents Attending Hoopfest for 12 or More Hours | 0.074 |  |  |
| NPEOPLE | Number of Individuals Who Attended Hoopfest with the Respondent | 4.330 | 3.000 | 4.132 |
| OVERNGT | Binary Variable Identifying Respondents Who Stay Overnight away from Home to Attend Hoopfest | 0.378 |  |  |
| HOME | Binary Variable Identifying Respondents Who Stay Home and Attend Hoopfest | 0.622 |  |  |
| HOTEL | Binary Variable Identifying Respondents Who Stay Overnight at a Hotel to Attend Hoopfest | 0.167 |  |  |
| FAMILY | Binary Variable Identifying Respondents Who Stay Overnight with Family to Attend Hoopfest | 0.199 |  |  |
| CAMPGR | Binary Variable Identifying Respondents Who Stay Overnight at a Campground to Attend Hoopfest | 0.003 |  |  |


| OTHACC | Binary Variable Identifying Respondents Who <br> Stay Overnight in Other Accommodations to <br> Attend Hoopfest | 0.009 |  |  |
| :--- | :--- | :---: | :--- | :--- |
| LODGING | Total Lodging Expenditures | 82.369 | 0.000 | 215.261 |
| LODGPAY | Binary Variable Identifying Respondents Who <br> Pay for Lodging | 0.188 |  |  |
| MEALS | Number of Meals Purchased | 4.179 | 3.000 | 5.475 |
| NFOOD | Binary Variable Identifying Respondents Who <br> Purchased Food at Hoopfest | 0.890 |  |  |
| FOODCOST | Total Food Expenditures | 96.929 | 40.000 | 246.363 |
| PURCH | Total Expenditures on Other Items | 57.932 | 15.000 | 115.598 |
| PURCHDV | Binary Variable Identifying Respondents Who <br> Purchase Other Items | 0.539 |  |  |
| VERYSAT | Binary Variable Identifying Respondents Who <br> Are Very Satisfied with Hoopfest | 0.717 |  |  |
| MODSAT | Binary Variable Identifying Respondents Who <br> Are Moderately Satisfied with Hoopfest | 0.271 |  |  |
| OTHSAT | Binary Variable Identifying Respondents Who <br> Express Less than Moderate Satisfaction with | 0.012 |  |  |
| DEFATT | Hoopfest | Binary Variable Identifying Respondents Who <br> Definitely Intend to Attend Hoopfest Next Year | 0.625 |  |
| PROBATT | Binary Variable Identifying Respondents Who <br> Probably Intend to Attend Hoopfest Next Year | 0.307 | 0.068 |  |
| OTHATT | Binary Variable Identifying Respondents Who <br> Express a Less than Probable Intention to Attend <br> Hoopfest Next Year | 0.622 |  |  |
| MOBILEAPP | Binary Variable Identifying Respondents Who <br> Downloaded the Free Hoopfest Mobile <br> Application | 336 |  |  |
| Number of Observations: |  |  |  |  |

Table 2 contains the results of the simple hypothesis tests to assess the overall quantity of information in each of the dependent variables. The results closely (but not exactly) follow those of Friesner et al. (2021). Matched sample t-tests indicate that, with the exception of the sixth and final proposed survey item ("I am sad when I observe someone in distress"), all of the differences are statistically significant. The mean value for BESAllEN is 0.496 , which implies that, at the mean, all eight survey items collective capture 1 $0.496=0.504$, or $50.4 \%$ of the available quantity of information. Means for the additional six proposed survey items exhibit mean values exceeding 0.496 . This implies that each of these six survey items captures a smaller quantity of available information than all eight items assessed jointly. For example, survey item C (BESQCEN) only captures $1-0.502=0.498$, or $48 \%$ of available information. The only case where a collection of survey items provides more information is when one examines only those two survey items contained in the original BES scale. Those two items capture $1-0.378=0.622$ or $62.2 \%$ of available information. This implies (but does not prove) that at least one of the six proposed survey items do not contain a positive quantity of information, that one or more of these six items capture the same quantity of information or both.

## TABLE 2 <br> MATCHED SAMPLE HYPOTHESIS TESTS

|  |  |  |  | Mean | t- |  |  |
| :--- | :---: | :--- | :--- | :---: | :---: | :---: | :---: |
| $\underline{\text { Variable 1 }}$ | $\underline{\text { Mean }}$ | $\underline{\text { Variable 2 }}$ | $\underline{\underline{\text { Mean }}}$ | $\underline{\text { Difference }}$ | $\underline{\text { Statistic }}$ | $\underline{\text { Prob. }}$ |  |
| BESAllEN | 0.496 | BESBaseEN | 0.378 | 0.118 | 5.28 | $<0.001$ | $* *$ |
| BESAllEN | 0.496 | BESQCEN | 0.502 | -0.006 | -2.08 | 0.038 | $* *$ |
| BESAllEN | 0.496 | BESQDEN | 0.513 | -0.016 | -4.79 | $<0.001$ | $* *$ |
| BESAllEN | 0.496 | BESQEEN | 0.515 | -0.019 | -5.21 | $<0.001$ | $* *$ |
| BESAllEN | 0.496 | BESQFEN | 0.521 | -0.025 | -6.24 | $<0.001$ | $* *$ |
| BESAllEN | 0.496 | BESQGEN | 0.503 | -0.007 | -2.33 | 0.020 | $* *$ |
| BESAllEN | 0.496 | BESQHEN | 0.498 | -0.002 | -0.74 | 0.461 |  |
| BESAllEN | 0.496 | BESQCogEN | 0.530 | -0.034 | -6.69 | $<0.001$ | $* *$ |
| BESAllEN | 0.496 | BESQBehEN | 0.519 | -0.022 | -4.93 | $<0.001$ | $* *$ |
| BESAllEN | 0.496 | BESQAffEN | 0.524 | -0.028 | -5.37 | $<0.001$ | $* *$ |

Note: $\quad$ ** Indicates statistical significance at the 5 percent level or better

* Indicates statistical significance at the 10 percent level or better

Table 3 contains the first set of Tobit regressions, which examine the quantity of information in the BESAllEN variable and the quantity of information contained in the two original BES survey items considered jointly (i.e., BESAllEN - BESBaseEN). The first series of columns in Table 3 explains the normalized proportion for the quantity of information across all eight survey items (the two original items and the six new proposed items) taken collectively. The model's intercept (coefficient value: 0.589 ) and the Tobit disturbance term (coefficient value: 0.281 ) are statistically significant from zero. The chi-square test assessing the joint significance of the respondent-specific characteristics is also statistically significant. These results suggest three inferences. First, and holding constant the other regressors in the model, the eight survey items capture a positive and statistically significant proportion of the available information. The significance of the Tobit disturbance term coefficient suggests that the censoring of the quantity of information measure impacts the magnitudes of the estimates. Therefore the use of the Tobit model is likely to be an appropriate choice. Lastly, the joint significance of the other regressors suggests that respondents with specific characteristics do provide different quantities of information in their responses. That is, holding constant the design of the survey and the censoring of the dependent variable, failure to address the differences may lead to survey administration errors. Examination of those coefficient estimates that are statistically significant at a $5 \%$ level or better indicates that those individuals who report spending 5 or fewer hours at Hoopfest (HRS05) provide a higher quantity of information (recall that a higher value for the dependent variable indicates a lower quantity of information, so a negative coefficient estimate leads to an increase in the quantity of information) than those who stay for between 6-12 hours. Concomitantly, the coefficient estimate for HRS12U is negative and significant, which implies that those individuals who attend the event for 12 or more hours provide significantly lower quantities of information in their responses. Those who pay for lodging (LODGPAY) provide significantly lower information quantities, keeping the other specified regressors constant. However, the coefficient for $\ln ($ LODGING $)$ is significant and negative, which indicates that (holding the other regressors in the model constant) as respondents spend more money on lodging expenses, the quantity of information in their responses increases. At the $10 \%$ level, a similar effect is present among respondents who purchase other items (PURCHDV) and at the 5\% significance level, among those who report the magnitudes of those purchases ( $\ln ($ PURCH $)$ ). Those who report being moderately satisfied (MODSAT; significant at the $5 \%$ level) and less than moderately satisfied (OTHSAT; significant at the $10 \%$ level) exhibit positive coefficient estimates, which implies that
respondents with these satisfaction ratings provide significantly lower quantities of information compared to those individuals who report high levels of satisfaction (the omitted reference category), holding the other explanatory variables in the model constant. Lastly, the PROBATT coefficient estimate is positive and statistically significant at the $5 \%$ level. Thus, holding the other specified regressors constant, those who report an intention to attend Hoopfest next year provide lower quantities of information in their responses.

TABLE 3
TOBIT ANALYSIS OF ALL SIX SURVEY ITEMS CONSIDERED COLLECTIVELY

| $\begin{array}{l}\text { Dependent } \\ \text { Variable: }\end{array}$ | BESAlIEN [Mean $=\mathbf{0 . 4 9 6 ]}$ |  |  |  |  | $\begin{array}{c}\text { BESAlIEN- } \\ \text { BESBaseEN }\end{array}$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [Mean=0.118] |  |  |  |  |  |  |  |  |  |  |$]$.


| Log- <br> Likelihood <br> Function |  |  | -98.777 |  |  |  |  | -168.898 |  |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Restricted <br> Log- |  |  | - |  |  |  |  |  |  |
| Likelihood <br> Function |  |  | 128.003 |  |  |  |  |  |  |
| Chi-Square <br> Test |  |  | 58.454 | $<0.001$ | $* *$ |  |  |  |  |
| Statistic <br> Value |  |  |  |  |  |  |  |  |  |
| Degrees of <br> Freedom |  |  | 19 |  |  |  | 167.261 |  |  |
| Number of <br> Observ. |  |  | 336 |  |  |  |  |  |  |

Note: ** Indicates statistical significance at the 5 percent level or better

* Indicates statistical significance at the 10 percent level or better

The second set of columns in Table 3 examines the quantity of information jointly contained in the original two BES survey items (i.e., BESAIIEN - BESBaseEN). The results here are starkly different from the prior regression. The Tobit disturbance term is statistically significant at the $5 \%$ level, which implies that the decision to control for the censoring of the dependent variable is likely to be appropriate. However, the estimated intercept for the model is statistically insignificant. The chi-square test assessing the joint significance of the other regressors is also statistically significant from zero. These results suggest (but do not prove) that, when assessed collectively, the original BES survey items (and after accounting for censoring and the other covariates) do not contain a unique quantity of information that differs significantly from zero. There also do not appear to be any respondent-specific characteristics that provide greater or lesser quantities of information. In more practical terms, the results of this regression suggest that the two original BES survey items, when considered collectively, do not contain a significant quantity of information and may be poorly designed (holding the model's specification constant). However, no evidence exists to support the potential existence of a survey administration error (again, holding the model's specification constant).

Table 4 contains the second set of Tobit regressions, which assess the quantity of information captured in proposed survey items C (i.e., BESAllEN - BESQCEN), D (i.e., BESAllEN - BESQDEN), and E (i.e., BESAIIEN - BESQEEN), when considered individually. The first set of columns examines the quantity of information contained in survey item C ("I recall my personal experience when I observe someone else in a similar situation"). The Tobit disturbance term is statistically significant at the $5 \%$ level, indicating that the decision to adjust for the censoring of the dependent variable was appropriate. However, neither the model's intercept, nor the chi-square test for joint regressor significance, is statistically insignificant at the $5 \%$ level. Holding the specification of the model constant, survey item C does not contain a statistically significant quantity of information, and the quantity of information does not vary significantly across groups of respondents. The second and third sets of columns contain results for Tobit regressions explaining the quantity of information in survey items D ("I get agitated when I see someone in distress") and E ("I feel happy when I see smiles on other people's faces"), respectively. The results for both regressions are similar to those for survey item C. More specifically, the parameter estimate for the Tobit regression is statistically significant. Still, the estimate for the model's intercept, and the chi-square test assessing the joint significance of the other model regressors, are both statistically insignificant at the 5\% level. Thus, holding the specification of the model constant, survey items D , and E do not contain a statistically significant quantity of information, and the quantity of information does not vary significantly across respondents for either survey item.
TOBIT ANALYSIS OF SURVEY ITEMS C，D，AND E

|  |  |  |  |  |  | ＊ |  |  |  |  |  |  |  |  |  |  |  |  |  |  | ＊ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\frac{2}{0}$ | $\frac{n}{0}$ | $\begin{aligned} & \underset{\sim}{\dot{O}} \\ & \underset{\sim}{2} \end{aligned}$ | $\begin{aligned} & \hat{\circ} \text { o. } \\ & \hline \text {. } \end{aligned}$ | $\begin{aligned} & \text { O} \\ & 0 \\ & 0 \end{aligned}$ |  | $\overbrace{0}^{\infty}$ | $\stackrel{\infty}{\infty} \underset{\substack{\infty \\ \hline \\ \hline \\ \hline \\ \hline}}{ }$ |  | $\begin{aligned} & t \\ & \underset{\sim}{n} \end{aligned}$ |  | $\begin{aligned} & \infty \\ & \dot{0} \\ & \dot{0} \end{aligned}$ | $\begin{aligned} & \infty \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 7 \\ & 0 \end{aligned}$ | $\underset{\substack{\mathrm{N}}}{\text { N }}$ | $\frac{\sqrt{3}}{0}$ | $\frac{2}{0}$ | $\Omega$ | n |
|  | \|تِّتِ | $\stackrel{\substack{\infty \\ 0}}{\substack{2}}$ | $\underset{\underset{1}{\sim}}{\substack{2 \\ \hline}}$ | $\stackrel{\underset{C}{\mathrm{C}}}{\substack{1}}$ | $\stackrel{0}{0}$ | $\underset{\substack{\mathrm{O} \\ \text { N} \\ \hline}}{ }$ | $\stackrel{\rightharpoonup}{0}$ |  | $\stackrel{\sim}{\square}$ | Nֻ | O. |  |  | $\underset{\substack{n}}{ }$ | $\begin{aligned} & \text { J } \\ & 0 \end{aligned}$ | $\stackrel{N}{\infty}$ | $\stackrel{\infty}{\mathrm{Y}}$ | $\stackrel{\rightharpoonup}{\mathrm{t}}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\stackrel{?}{?}$ | － |
|  | 気新 | $\left.\right\|_{0} ^{\infty}$ | $\begin{aligned} & 8 \\ & 8 \\ & \hline 0 \end{aligned}$ | $\stackrel{\infty}{8}$ | $\stackrel{8}{8}$ | $8$ | $\stackrel{ \pm}{0}$ |  |  | O. |  |  |  | $\begin{aligned} & \text { O} \\ & \text { Bo } \end{aligned}$ | $\bigcirc$ | $\begin{aligned} & \text { no } \\ & \hline 0 . \end{aligned}$ | İ | $\begin{aligned} & 0 . \\ & 0 . \end{aligned}$ | $\begin{aligned} & + \\ & \\ & \hline- \end{aligned}$ | O． | $\stackrel{0}{0}$ |
|  | 河\| | $0$ | O | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 8 \\ & \hline 8 \\ & \hline \end{aligned}$ | है |  | ¢ | $\stackrel{ \pm}{\square}$ | $\stackrel{\sim}{\square}$ |  |  |  | $\stackrel{n}{0}$ | \％ |  | $\bigcirc$ | $\stackrel{\bar{\sigma}}{\square}$ | $\stackrel{5}{0}$ | $\stackrel{0}{0}$ | o |


| $\underline{\text { P－value }}$ | BESAIIEN－ BESQDEN ［Mean＝－0．016］ |  |  |
| :---: | :---: | :---: | :---: |
|  | Coeff． | $\frac{\text { Std. }}{\text { Err. }}$ | t－Stat |
| 0.639 | －0．015 | 0.017 | －0．84 |
| 0.186 | 0.0001 | 0.000 | 0.28 |
| 0.642 | －0．019 | 0.008 | －2．51 |
| 0.485 | －0．002 | 0.009 | －0．21 |
| 0.690 | 0.006 | 0.008 | 0.74 |
| 0.454 | 0.006 | 0.013 | 0.43 |
| 0.229 | 0.0002 | 0.001 | 0.19 |
| 0.314 | 0.019 | 0.009 | 2.00 |
| 0.139 | 0.084 | 0.051 | 1.63 |
| 0.230 | －0．013 | 0.009 | －1．47 |
| 0.549 | －0．0003 | 0.001 | －0．41 |
| 0.204 | 0.002 | 0.020 | 0.11 |
| 0.508 | 0.0000 | 0.005 | －0．01 |
| 0.998 | －0．002 | 0.005 | －0．47 |
| 0.845 | －0．004 | 0.021 | －0．18 |
| 0.604 | 0.008 | 0.008 | 0.99 |
| 0.547 | －0．017 | 0.033 | －0．52 |
| 0.478 | 0.002 | 0.008 | 0.25 |
| 0.168 | 0.002 | 0.015 | 0.15 |


| BESAIIEN－ <br> BESQCEN <br> ［Mean |  |
| :---: | :---: |
| $\mathbf{- 0 . 0 0 6 ]}$ |  |
| Std． | t－Stat． |
| $\underline{\text { Err．}}$ |  |
| 0.015 | -0.47 |
| 0.000 | 1.32 |
| 0.006 | 0.46 |
| 0.007 | -0.70 |
| 0.007 | 0.40 |
| 0.011 | 0.75 |
| 0.001 | 1.20 |
| 0.008 | -1.01 |
| 0.043 | -1.48 |
| 0.007 | 1.20 |
| 0.001 | -0.60 |
| 0.016 | -1.27 |
| 0.004 | 0.66 |
| 0.004 | 0.00 |
| 0.017 | 0.20 |
| 0.007 | -0.52 |
| 0.027 | 0.60 |
| 0.007 | 0.71 |
| 0.013 | -1.38 |



| Dependent <br> Variable： |
| :--- |
| Regressor |
| Intercept |
| AGE |
| FEMALE |
| PLAY |
| HRS05 |
| HRS12U |
| NPEOPLE |
| FAMILY |
| LODGPAY |
| Ln（LODGI |
| NG） |
| MEALS |
| NFOOD |
| Ln（FOOD |
| COST） |
| In（PURCH） |
| PURCHDV |
| MODSAT |
| OTHSAT |
| PROBATT |
| OTHATT |


| MOBILE APP | -0.002 | 0.006 | -0.34 | 0.735 |  | 0.003 | 0.008 | 0.39 | 0.698 |  | 0.017 | 0.008 | 2.16 | 0.030 | ** |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Tobit <br> Disturb. <br> Term | 0.050 | 0.002 | 25.92 | <0.001 | ** | 0.060 | 0.002 | 25.92 | <0.001 | ** | 0.063 | 0.002 | 25.92 | <0.001 | ** |
| Log- <br> Likelihood <br> Function |  |  | 527.113 |  |  |  |  | 466.023 |  |  |  |  | 451.179 |  |  |
| Restricted <br> Log- <br> Likelihood <br> Function |  |  | 517.354 |  |  |  |  | 456.236 |  |  |  |  | 438.375 |  |  |
| Chi-Square <br> Test <br> Statistic <br> Value |  |  | 19.519 | 0.424 |  |  |  | 19.574 | 0.421 |  |  |  | 25.608 | 0.141 |  |
| Degrees of Freedom |  |  | 19 |  |  |  |  | 19 |  |  |  |  | 19 |  |  |
| Number of Observ. |  |  | 336 |  |  |  |  | 336 |  |  |  |  | 336 |  |  |
| Note: ** Indicates statistical significance at the 5 percent level or better <br> * Indicates statistical significance at the 10 percent level or better |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Table 5 contains the second set of Tobit regressions, which assess the quantity of information captured in proposed survey items F (i.e., BESAllEN - BESQFEN), G (i.e., BESAllEN - BESQGEN), and H (i.e., BESAIIEN - BESQHEN), when considered individually. The first set of columns in Table 5 examines the quantity of information contained in survey item F ("I almost always understand the motives behind the actions of another person"). The Tobit disturbance term is statistically significant at the 5\% level, indicating that the decision to adjust for the censoring of the dependent variable was appropriate. The estimated intercept's magnitude is -0.050 , and it is statistically significant at the $5 \%$ level. The significant and negative coefficient estimate for the intercept indicates that item F contains a positive quantity of information, holding the other regressors constant. The chi-square test probability value for this regression is 0.140 . Thus, when considered jointly, all included respondent-specific characteristics are not statistically significant. Thus, potential survey administration issues do not appear to exist for survey item F. The second and third sets of columns in Table 5 contain results for Tobit regressions explaining the quantity of information in survey items G ("I help others when I see they need help") and H ("I am sad when I observe someone in distress"), respectively. The results for both of these regressions are similar to those for survey items D and E. The parameter estimate for the Tobit disturbance term in each regression is statistically significant. However, in each regression, the estimate for the model's intercept, and the chi-square test assessing the joint significance of the other model regressors, are both statistically insignificant at the 5\% level. Once again, holding the specification of the model constant, survey items $G$ and $H$ do not contain a statistically significant quantity of information, and the quantity of information does not vary significant across respondents for either survey item.

As noted earlier, the six proposed survey items align with three domains of empathy: cognitive empathy, behavioral empathy, and affective empathy. Two of the six proposed items align with each of these domains. In an ideal world, this eight item scale would cover overall empathy (as characterized by the two previously validated BES items, and each of the three empathy domains. It is therefore also interesting to empirically assess whether the three domain scales (each of which is comprised of two proposed survey items) provides a significant quantity of information and is free of possible survey administration errors. Table 6 presents three sets of Tobit regressions to address this issue. The first set of columns in Table 6 examine the quantity of information contained in the cognitive empathy construct (BESAllEN-BESCogEN), which consists of proposed survey items C ("I recall my personal experience when I observe someone else in a similar situation") and F ("I almost always understand the motives behind the actions of another person") considered jointly. The Tobit disturbance term is statistically significant at the $5 \%$ level, indicating that the decision to adjust for the censoring of the dependent variable was appropriate. The estimated intercept's magnitude is -0.056 , and it is statistically significant at the $5 \%$ level. The significant and negative coefficient estimate indicates that the cognitive empathy items jointly contain a positive quantity of information, holding the other regressors constant. The chi-square test probability value for this regression is 0.522 . Thus, when considered jointly, all included respondent-specific characteristics are not statistically significant. Thus, potential survey administration issues do not appear for these two survey items.

The second set of columns in Table 6 assesses the quantity of information contained in the behavioral empathy scale (BESAIIEN-BESBehEN), which consists of survey items D ("I get agitated when I see someone in distress") and G ("I help others when I see they need help"), considered jointly. In this regression, the Tobit model parameter estimate is statistically significant. However, neither the model's intercept nor the chi-square test for joint regressor significant are statistically insignificant at the $5 \%$ level. Thus, holding the specification of the model constant, survey item E does not contain a statistically significant quantity of information, and the quantity of information does not vary significantly across groups of respondents.

The final columns in Table 6 assess the quantity of information contained in the affective empathy scale (BESAllEN-BESAffEN), which consists of survey items E ("I feel happy when I see smiles on other people's faces") and H ("I am sad when I observe someone in distress"), considered jointly. The Tobit disturbance term is statistically significant at the $5 \%$ level. However, the model's intercept is not statistically significant from zero. Thus, at the mean, the affective empathy scale does not appear to add significant
information, holding the other specified regressors constant. Additionally, the chi-square test produces a probability value that rejects the null hypotheses that the regressors, considered jointly, do not predict the dependent variable. This indicates that, at a $5 \%$ significance level and holding the other regressors constant, different groups of respondents provide significantly different quantities of information. Examining the signs and significance of the individual parameter estimates, we find that female respondents and those who spend five or fewer hours at Hoopfest exhibit negative and significant parameter estimates. This indicates that these respondents provide more information when responding to the affective empathy items, compared to male respondents and those who attend for more than 5 hours, respectively. Additionally, the coefficient estimate for OTHATT is positive and significant, implying that individuals less likely to attend Hoopfest next year provide significantly lower quantities of information in their responses (compared to the reference group), holding the other specified regressors constant. Considered cumulatively, responses to the affective empathy items (considered jointly) both contain a statistically insignificant quantity of information and vary based on the type of respondent.

## DISCUSSION AND CONCLUSIONS

This manuscript extends the methodologies of Friesner et al. (2023) and Friesner et al. (2021) to simultaneously determine whether a survey's responses (whether a pilot survey or an established survey that is administered repeatedly over time) contain a positive quantity of information, as well as whether the quantity of information in the survey's responses vary systematically by the type of survey respondent. The latter is a necessary (but not sufficient) condition for a well-designed survey. Concomitantly, the lack of significant information represents a flaw in a survey's design. The presence of the latter is a potential flaw in the survey administration process. If one or both issues exist, future revisions to the survey and its administration process may be necessary to correct these issues. The proposed methodology is operationalized using a customer satisfaction survey administered regularly over time at a large, amateur sporting event. The survey contained (among other items) a two-item, previously validated empathy scale, as well as six survey items (using the same response options) that are proposed to assess various aspects of empathy (cognitive, behavioral, and affective).

The results of the analysis are three-fold. First, univariate hypothesis tests indicate that seven of the eight survey items, when considered individually and without controlling for respondent-specific factors) contain a statistically significant, positive quantity of information. These eight items collectively explain approximately $(1-0.496=0.504) 50.4 \% \%$ of the available quantity of information. Individual survey items capture between $47.6 \%$ and $50.2 \%$ of the available quantity of information in each of those items, respectively.

Second, Tobit regression analyses indicate that, after controlling for the censoring of the information entropy measure, as well as various respondent characteristics, these eight items, taken collectively, continue to capture a significant amount of the available quantity of information in these survey items. Respondents with specific characteristics were significantly more likely to give relatively higher or lower quantities of information in their responses, which raises the possibility that changes may need to be made to the survey's administration processes should these items be retained in the survey.
TOBIT ANALYSIS OF SURVEY ITEMS F, G, AND H

| Dependent <br> Variable: | $\begin{gathered} \text { BESAIIEN- } \\ \text { BESQFEN } \\ {[\text { Mean = -0.025] }} \end{gathered}$ |  |  |  |  | $\begin{aligned} & \text { BESAIIEN- } \\ & \text { BESQGEN } \\ & {[\text { Mean }=\mathbf{- 0 . 0 0 7 ]}]} \end{aligned}$ |  |  |  |  | $\begin{gathered} \text { BESAIIEN- } \\ \text { BESQHEN } \\ \text { [Mean = -0.002] } \end{gathered}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Regressor | Coeff. | $\frac{\text { Std. }}{\text { Err. }}$ | t-Stat. | $\begin{gathered} \underline{\mathbf{P}-} \\ \text { value } \end{gathered}$ |  | Coeff. | $\frac{\text { Std. }}{\text { Err. }}$ | t-Stat. | $\begin{gathered} \underset{\mathbf{P}-}{\text { value }} \end{gathered}$ |  | Coeff. | $\frac{\text { Std. }}{\text { Err. }}$ | t-Stat. | $\begin{gathered} \underset{\mathbf{P}-}{\text { value }} \end{gathered}$ |  |
| Intercept | -0.050 | 0.020 | -2.48 | 0.013 | ** | -0.020 | 0.015 | -1.33 | 0.184 |  | 0.016 | 0.013 | 1.23 | 0.220 |  |
| AGE | 0.0001 | 0.0003 | 0.18 | 0.854 |  | -0.0001 | 0.0003 | -0.57 | 0.567 |  | 0.000 | 0.000 | -0.23 | 0.820 |  |
| FEMALE | -0.010 | 0.009 | -1.08 | 0.279 |  | 0.002 | 0.007 | 0.25 | 0.805 |  | 0.000 | 0.006 | 0.00 | 0.996 |  |
| PLAY | 0.013 | 0.010 | 1.27 | 0.205 |  | 0.001 | 0.007 | 0.11 | 0.914 |  | 0.003 | 0.007 | 0.42 | 0.676 |  |
| HRS05 | -0.010 | 0.010 | -1.06 | 0.290 |  | 0.014 | 0.007 | 1.96 | 0.050 | ** | 0.000 | 0.006 | -0.06 | 0.955 |  |
| HRS12U | 0.005 | 0.015 | 0.34 | 0.730 |  | -0.008 | 0.012 | -0.72 | 0.470 |  | -0.005 | 0.010 | -0.54 | 0.593 |  |
| NPEOPLE | -0.0001 | 0.001 | -0.14 | 0.887 |  | 0.0002 | 0.001 | 0.21 | 0.833 |  | 0.000 | 0.001 | -0.08 | 0.939 |  |
| FAMILY | -0.005 | 0.011 | -0.47 | 0.635 |  | -0.006 | 0.008 | -0.79 | 0.429 |  | -0.007 | 0.007 | -1.04 | 0.299 |  |
| LODGPAY | -0.040 | 0.059 | -0.68 | 0.495 |  | 0.052 | 0.044 | 1.18 | 0.238 |  | 0.063 | 0.038 | 1.66 | 0.097 | * |
| $\begin{aligned} & \ln (\text { LODGI } \\ & \text { NG) } \end{aligned}$ | 0.009 | 0.010 | 0.88 | 0.378 |  | -0.009 | 0.008 | -1.13 | 0.258 |  | -0.011 | 0.007 | -1.59 | 0.112 |  |
| MEALS | 0.000 | 0.001 | 0.29 | 0.772 |  | 0.0001 | 0.001 | 0.21 | 0.832 |  | 0.000 | 0.001 | -0.38 | 0.707 |  |
| NFOOD | 0.041 | 0.022 | 1.83 | 0.068 | * | -0.024 | 0.017 | -1.45 | 0.146 |  | -0.013 | 0.014 | -0.92 | 0.358 |  |
| $\begin{aligned} & \ln (\text { FOODC } \\ & \text { OST }) \end{aligned}$ | -0.002 | 0.005 | -0.36 | 0.718 |  | 0.008 | 0.004 | 2.00 | 0.046 | ** | 0.001 | 0.003 | 0.16 | 0.877 |  |
| $\ln$ (PURCH) | -0.002 | 0.006 | -0.30 | 0.761 |  | -0.004 | 0.004 | -0.92 | 0.356 |  | -0.003 | 0.004 | -0.91 | 0.365 |  |
| PURCHDV | 0.007 | 0.024 | 0.30 | 0.767 |  | 0.019 | 0.018 | 1.09 | 0.274 |  | 0.014 | 0.015 | 0.92 | 0.359 |  |
| MODSAT | 0.003 | 0.010 | 0.34 | 0.735 |  | 0.006 | 0.007 | 0.89 | 0.373 |  | -0.001 | 0.006 | -0.09 | 0.930 |  |
| OTHSAT | 0.020 | 0.038 | 0.54 | 0.589 |  | 0.011 | 0.028 | 0.38 | 0.705 |  | 0.005 | 0.024 | 0.19 | 0.846 |  |
| PROBATT | -0.003 | 0.009 | -0.36 | 0.720 |  | -0.002 | 0.007 | -0.34 | 0.735 |  | -0.006 | 0.006 | -0.99 | 0.323 |  |
| OTHATT | -0.030 | 0.018 | -1.71 | 0.087 | * | 0.010 | 0.013 | 0.76 | 0.446 |  | 0.017 | 0.011 | 1.52 | 0.129 |  |


| MOBILE <br> APP | -0.007 | 0.009 | -0.84 | 0.401 |  | 0.007 | 0.006 | 1.07 | 0.286 |  | -0.006 | 0.006 | -1.16 | 0.246 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Tobit <br> Disturb. <br> Term | 0.069 | 0.003 | 25.92 | $<0.001$ | $* *$ | 0.052 | 0.002 | 25.92 | $<0.001$ | $* *$ | 0.045 | 0.002 | 25.92 | $<0.001$ | $* *$ |
| Log- <br> Likelihood <br> Function <br> Restricted <br> Log- <br> Likelihood <br> Function <br> Chi-Square <br> Test <br> Statistic <br> Value |  |  |  | 420.411 |  |  |  |  |  |  |  |  |  |  |  |

TABLE 6


| Dependent <br> Variable: | $\begin{gathered} \text { BESAlIEN- } \\ \text { BESCogEN } \\ \text { [Mean }=\mathbf{- 0 . 0 3 4 ]} \end{gathered}$ |  |  |  |  | $\begin{gathered} \text { BESAIIEN- } \\ \text { BESBehEN } \\ \text { [Mean }=\mathbf{- 0 . 0 2 2}] \end{gathered}$ |  |  |  |  | $\begin{aligned} & \text { BESAIIEN- } \\ & \text { BESAffEN } \\ & \text { [Mean }=\mathbf{- 0 . 0 2 8 ]} \end{aligned}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Regressor | Coeff. | $\frac{\text { Std. }}{\text { Err. }}$ | t-Stat. | $\begin{gathered} \underline{\mathbf{P}-} \\ \text { value } \end{gathered}$ |  | Coeff. | $\frac{\text { Std. }}{\underline{\text { Err. }}}$ | t-Stat. | P-value |  | Coeff. | $\frac{\text { Std. }}{\text { Err. }}$ | t-Stat. | $\begin{gathered} \underset{\mathbf{P}-}{\text { value }} \end{gathered}$ |  |
| Intercept | -0.056 | 0.026 | -2.16 | 0.031 | ** | -0.040 | 0.023 | -1.69 | 0.092 | * | 0.039 | 0.026 | 1.52 | 0.127 |  |
| AGE | 0.000 | 0.000 | 0.94 | 0.346 |  | 0.000 | 0.000 | 0.09 | 0.930 |  | 0.000 | 0.000 | -1.08 | 0.281 |  |
| FEMALE | -0.006 | 0.011 | -0.50 | 0.615 |  | -0.016 | 0.010 | -1.53 | 0.126 |  | -0.025 | 0.011 | -2.24 | 0.025 | ** |
| PLAY | 0.009 | 0.013 | 0.72 | 0.470 |  | 0.000 | 0.012 | 0.02 | 0.987 |  | -0.009 | 0.013 | -0.72 | 0.471 |  |
| HRS05 | -0.009 | 0.012 | -0.72 | 0.475 |  | 0.022 | 0.011 | 1.97 | 0.049 | ** | -0.028 | 0.012 | -2.28 | 0.022 | ** |
| HRS12U | 0.020 | 0.020 | 1.00 | 0.319 |  | -0.003 | 0.018 | -0.16 | 0.875 |  | -0.018 | 0.020 | -0.90 | 0.370 |  |
| NPEOPLE | 0.001 | 0.001 | 0.53 | 0.597 |  | 0.000 | 0.001 | 0.28 | 0.780 |  | 0.000 | 0.001 | -0.28 | 0.777 |  |
| FAMILY | -0.015 | 0.014 | -1.08 | 0.281 |  | 0.016 | 0.013 | 1.28 | 0.199 |  | -0.024 | 0.014 | -1.71 | 0.088 | * |
| LODGPAY | -0.096 | 0.077 | -1.26 | 0.209 |  | 0.145 | 0.069 | 2.09 | 0.036 | ** | 0.081 | 0.076 | 1.06 | 0.290 |  |
| $\begin{aligned} & \text { Ln } \\ & \text { (LODGING) } \end{aligned}$ | 0.017 | 0.013 | 1.28 | 0.202 |  | -0.023 | 0.012 | -1.90 | 0.057 | * | -0.015 | 0.013 | -1.16 | 0.247 |  |
| MEALS | -0.0002 | 0.001 | -0.16 | 0.872 |  | -0.0002 | 0.001 | -0.19 | 0.852 |  | -0.001 | 0.001 | -0.86 | 0.392 |  |
| NFOOD | 0.008 | 0.029 | 0.28 | 0.778 |  | -0.027 | 0.026 | -1.04 | 0.299 |  | -0.039 | 0.029 | -1.36 | 0.175 |  |
| $\begin{aligned} & \text { Ln(FOODC } \\ & \text { OST) } \end{aligned}$ | 0.003 | 0.007 | 0.42 | 0.677 |  | 0.008 | 0.006 | 1.35 | 0.176 |  | 0.004 | 0.007 | 0.57 | 0.570 |  |
| $\mathbf{l n}$ (PURCH) | -0.002 | 0.007 | -0.27 | 0.784 |  | -0.007 | 0.007 | -1.13 | 0.257 |  | -0.011 | 0.007 | -1.59 | 0.111 |  |
| PURCHDV | 0.009 | 0.031 | 0.31 | 0.757 |  | 0.021 | 0.028 | 0.77 | 0.442 |  | 0.036 | 0.031 | 1.17 | 0.241 |  |
| MODSAT | 0.003 | 0.012 | 0.22 | 0.823 |  | 0.015 | 0.011 | 1.29 | 0.196 |  | -0.012 | 0.012 | -0.95 | 0.341 |  |
| OTHSAT | 0.050 | 0.049 | 1.01 | 0.313 |  | -0.003 | 0.044 | -0.07 | 0.944 |  | 0.032 | 0.049 | 0.66 | 0.510 |  |
| PROBATT | -0.002 | 0.012 | -0.20 | 0.845 |  | 0.002 | 0.011 | 0.16 | 0.875 |  | 0.009 | 0.012 | 0.71 | 0.477 |  |
| OTHATT | -0.050 | 0.023 | -2.18 | 0.029 |  | 0.008 | 0.021 | 0.38 | 0.706 |  | 0.062 | 0.023 | 2.70 | 0.007 | ** |


| MOBILE <br> APP | -0.011 | 0.011 | -0.96 | 0.337 |  | 0.012 | 0.010 | 1.15 | 0.252 |  | 0.015 | 0.011 | 1.36 | 0.173 |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Tobit <br> Disturb. <br> Term | 0.090 | 0.003 | 25.92 | $<0.001$ | $* *$ | 0.081 | 0.003 | 25.92 | $<0.001$ | $* *$ | 0.090 | 0.003 | 25.92 | $<0.001$ | $* *$ |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Log- <br> Likelihood <br> Function <br> Restricted <br> Log- <br> Likelihood <br> Function <br> Chi-Square <br> Test Statistic <br> Value |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Third, Tobit regressions analyzing the individual survey items (as well as scales based on combinations of two survey items each) yielded very different results when compared to the univariate hypothesis tests. When considered individually, and after controlling for both the censoring of the information entropy variable and respondent characteristics, only the cognitive empathy construct (comprised of survey items C and F ), and question F yielded a significant, positive quantity of information. And in each of these regressions, no significant evidence is found to suggest that respondents with specific characteristics provide greater or lesser quantities of information in their responses. These results suggest that survey item F and the cognitive empathy scale (which appears to be largely determined by survey item F ) may be a well-designed and administered survey item. However, within the Tobit regression analysis, no other survey items yielded a significantly positive quantity of information. Additionally, the regressions for the affective empathy scale (comprised of survey items E and H ) indicated that specific types of respondents (including females, those attending Hoopfest for 5 hours or less, and those who are less likely to attend the event in subsequent years) provided significantly different quantities of information in their responses compared to other types of respondents. This suggests that, if these items remain in the survey an adjustment in the survey's administration processes should be adjusted to account for these differences.

The results of this study have important implications for the survey design and applied marketing literature. The most important implication of this analysis is that survey design and administration errors may be present in a particular survey and its administration processes. These possible errors may be independent or intertwined. If intertwined, they may confound or compound each other. Therefore, it is important to assess survey data for both types of errors. The current manuscript provides a straightforward means to assess data for both issues simultaneously.

The second implication of this study follows directly from the first implication. Friesner et al. (2021) provide a simple means - using univariate hypothesis tests - to characterize and assess the quantity of information contained in one or more survey items. Their methodology fails to address the fact that several related survey items may characterize the same underlying quantity of information. Moreover, if that quantity of information is significant, it will make all survey items appear to contain a statistically significant quantity of information. Regression analysis is a more appropriate technique, because it allows the research to characterize the quantity of information. In this study's empirical application, we found that the cognitive empathy survey items (survey items $C$ and $F$ ) jointly contained a unique quantity of information. However, this was primarily due to the quantity of information provided by survey item F , rather than survey item C.

The results of this study also provide an interesting opportunity for future research. In the absence of censoring and when the parameter estimates for all covariates are jointly statistically insignificant from zero, the model's intercept represents the quantity of information contained in that variable. When censoring occurs, when another parameter estimate is statistically distinct from zero, or both, then adjustments must be made when calculating the quantity of information in a given survey item (i.e., calculating an analog of a marginal effect). While not pursued in this manuscript, it is a straightforward extension of our methodology to undertake these calculations. However, this issue identifies an opportunity for future research. More specifically, the Tobit disturbance term is statistically significant in each of the regressions presented in this paper. Thus, adjusting for the possible censoring of the dependent variable significantly impacts the quantity of information in each survey item. The possibility of censoring arises from equation (3). To interpret overall characterizations of the quantity of information, each entropy value is expressed as a proportion of its theoretical maximum (i.e., the state of ignorance, when response distributions are uniform). The magnitude of the maximum possible entropy value (i.e., the denominator in equation (3)) is determined by the total number of response options available to respondents for a given survey item (evaluated using uniform probabilities). In the case of our empathy survey items, respondents evaluated each survey item using a 1 to 5 scale. A different number of response options tautologically changes the maximum entropy for that item, and in turn changes whether a given response is censored. This implies two related things. First, the statistical significance of the Tobit disturbance term is likely controlling for the number of possible response options available to choose from across those survey items being evaluated. Second, if this is the case, a change in the number of response options (including
corresponding changes to the interpretation/definitions of those response options) across the same set of survey items, may impact the normalized quantity of information captured by those survey items and response scales. This creates an opportunity to evaluate how the researcher's choice of response scales impacts the quantity of information collected in that survey. Ideally, response scales should strike a balance between parsimony (i.e., keeping possible response options more intuitive, which means fewer response options) and information (i.e., allowing more response options potentially allows for collecting a larger quantity of information). Future research that extends this paper's methodology to evaluate that tradeoff would provide a meaningful contribution to the survey design and applied marketing literatures.

The current manuscript also exhibits several limitations, which should be noted by the reader and addressed in future research. Most notably, this manuscript focuses exclusively on the quantity of information. However, the quantity of information is only one aspect of survey design and administration. Researchers are also interested in what Dahl and Osteras (2010) discuss as the "quality of information"; namely the inter-relationships between variables, holding constant the total amount of information in those responses. The latter is typically assessed using a wide array of alternative empirical techniques (for example, see Hair et al. (2006) for various techniques). No attempt in this manuscript is made to assess potential tradeoffs between the quantity of information available for analysis and the quality of information extracted from that analysis. It may be the case that changes in survey design and administration may increase both or the quantity of information at the expense of diminished quality of information.

Second, the data used in this analysis are drawn from a single survey designed to be administered at a unique amateur sporting event. As such, the results and inferences in this study may be specific to this survey and this specific event. The specific demographic and other control variables collected through this survey also limit the results. Replications of this analysis using different surveys, administered in various contexts, is necessary to establish the generalizability of the results in this manuscript.

Third, all empirical results presented in this manuscript are crucially dependent on the specification of the regression models. Suppose the assumptions underlying the Tobit model are inappropriate. In that case, if the model omits important control variables or if the linear-in-parameters specification used in the Tobit model is incorrect, the results contained in this manuscript will be biased. Future replications of this study are necessary to determine whether these limitations are of concern.

Lastly, this manuscript used a specific process suggested in the literature to normalize entropy, which allows the quantity of information to be interpreted simply and intuitively. However, alternative normalization processes may exist that are equally intuitive and do not create censoring. Future research is encouraged to develop such alternative normalizations. In doing so, the censoring process is avoided, and regression analyses can be estimated using ordinary least squares (or another, equally simple means). This would not allow the reader to more easily obtain information entropy measure(s) and interpret regression results.
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## ENDNOTES

1. Administration errors that can be evaluated using the methodology described in this manuscript can potentially go beyond sampling design (i.e. using stratified instead of simple random sampling for efficiency). For example, researchers could evaluate survey responses from different interviewers to discern interviewer bias (and potentially enhance training to mitigate any issues).
2. The null hypothesis is one of no difference. Thus, the formulation of (3) is appropriate to capture these trends. However, if the researcher is concerned with the magnitude of any differences, and if those differences are statistically significant, we expect the magnitude of DifNormalized $H_{i}(p)$ to be negative, since a larger number of questions should capture a greater proportional amount of available information. That is, since Normalized $H_{i}(p)=\frac{H_{i}(p)}{\operatorname{Max}\left(H_{i}(p)\right)}$ represents the quantity of information that is not captured in the survey
item(s) of interest, we also expect Normalized $d_{\text {All }} H_{i}(p)<$ Normalized $_{\text {Reduced }} H_{i}(p)$, since adding additional survey items should potentially add an additional quantity of information.
3. If the researcher was interested in applying non-parametric hypothesis tests, Wilcoxon-signed rank tests may also be used in place of matched sample hypothesis tests.
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